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Abstract
First time Linux users face various complexities such as Linux is not quite ready for prime time as it is difficult to install and configure. Various Windows application is not supported by Linux. There is a smaller selection of peripheral hardware drivers in Linux. Linux currently does not support Blue-ray discs. Too many package managers make Linux hard to learn and become master. Interoperability with other platforms. Hence this operating system is difficult to use. The above listed complexities make this OS difficult to use. To overcome these difficulties we are proposing a Virtual Operating System (VOS). The application is very light in terms of memory consumption and resource utilization. It is also very user friendly and easy to perform operations on. The application loads within few seconds and has no problems like RAM sharing associated with it. Also the application is, economically, technically and socially practical.
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I. Introduction
Virtual operating system is a concept in which we can use more than one operating system at the same time. All the command being used in windows platform will get executed on Linux platform, hence new user don’t need to learn Unix command and he can use Unix as efficiently as he use the windows. So in future any user can use Unix without any fear in mind and can do his work without losing time.
This system will be used in training phase of all the company where all new comers are not aware of Linux if any user feel difficult to use Linux at that place it will applicable as substitution. Also no kind of special training is needed for it. Also the new user who doesn’t want to use Linux can start with this software. Migrating operating system instances across distinct physical hosts is a useful tool for administrators of data centers and clusters. It allows a clear partition between hardware and software, and makes easy fault management, load balancing, and low-level system maintenance. By accomplishing the majority of migration while OS’s stand to run, we achieve magnificent performance with minimal service downtimes. We establish the migration of entire OS instances on a commodity cluster, reporting service downtimes as low as 60ms.

Fig.1: System Architecture Diagram

II. Proposed System
At a high level we can consider a virtual machine to encapsulate access to a set of physical resources. Implementing live migration of these VMs in a clustered server environment leads us to focus on the physical resources used in such environments especially on memory, network and disk. This section summarizes the design decisions that we have made in our approach to live VM migration. We begin by outlining how memory and then device access is moved across a set of physical hosts and then go on to a high-level description of how a migration advance takes place.
When migrating a live operating system, the most compelling impact on service performance is the overhead of coherently transferring the virtual machine’s memory image. As remarked previously, a simple stop-and-copy approach will achieve this in time proportional to the amount of memory designated to the VM. Unfortunately, during this time any running services are completely unavailable. A more attractive alternative is pre-copy migration, in which the memory image is relocated while the operating system (and hence all hosted services) continues to run. The drawback however, is the wasted overhead of relocating memory pages that are subsequently modified, and hence must be relocated again. For many workloads there will be a small set of memory pages that are updated very commonly, and which it is not worth attempting to maintain coherently on the destination machine before stopping and copying the remainder of the VM

Fig.2: Block Diagram of VOS

III. Functionality
A real operating system presents three principal interfaces to its users. the virtual machine or operating system primitives accessible through programming languages; the utility programs such as compilers, linkers, and editors, and the command language
or means by which users access system resources from a terminal. Most system services are available through one or more of these interfaces. The idea of a virtual operating system is to provide standard versions of these interfaces, based on organizational requirements. Possible applications include data management environments, office instruction environments, real-time process control environments, and program development environments, to name some.

Once the three interfaces are specified, implementation consists of:
1. Choosing one or more programming languages.
2. Developing run-time libraries or extending the selected programming languages to support the chosen virtual machine on each target system.
3. Implementing the utilities and command language in one or more of the selected programming languages, relying on the virtual machine to interface to the target operating systems.
4. Writing the necessary documentation.

The virtual machine is a highly idealized set of primitive functions geared to organizational programming requirements. It carries almost no functional similarities to the underlying hardware which actually performs the work.

A virtual operating system becomes a real operating system when the associated virtual machine corresponds to a physical machine. However, the emphasis in building a virtual operating system is on the interface presented to the user.

IV. Conclusion

Using the virtual operating system approach, uniformity can be achieved at the three principal levels of user interface—the virtual machine, the system utilities, and the command language. For at least one realization of the virtual machine interface, the functional equivalence of vendor operating systems has been established. Although the effort to install a virtual operating system is large when compared to the effort required when moving a single program, it is small when compared to the cost of moving an organization’s software. Moreover, when personnel retraining costs are considered, installation costs are insignificant. The approach permits accurate estimation of the cost of moving to a new system. The cost of moving people are zero, and the cost of software is equal to the cost of implementing the virtual machine.

The question of machine efficiency can also be addressed. By anticipating bottlenecks in resource utilization, critical functions can be isolated and solutions incorporated in the architecture of the virtual machine. This permits the benefits to be shared by all software.
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